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Abstract 

A prominent explanation for the proliferation of political misinformation and the growing belief 

polarization is that people engage in motivated reasoning to affirm their ideology and to protect 

their political identities. An alternative explanation is that people seek the truth but use 

partisanship as a heuristic to discern credible from dubious sources of political information. In two 

experiments, we test these competing explanations in a dynamic setting where Democrats and 

Republicans are repeatedly exposed to messages from ingroup or outgroup partisan sources and 

can gradually learn which source is credible based on external feedback. Both Democrats and 

Republicans initially incorporated information from ingroup sources more than from outgroup 

sources. This pattern was stronger among partisans that displayed high affective polarization. 

Across rounds, this partisan bias declined, or even changed direction, as supporters of both groups 

gradually incorporated information from reliable sources more than unreliable sources 

irrespective of the source’s partisanship. Importantly, the content of the shared information (i.e., 

neutral vs political) and the presence of partisan sources as opposed to neutral sources did not 

affect the learning process indicating the presence of strong accuracy motives. In contrast, 

increased uncertainty regarding source reliability undermined the learning process. These findings 

demonstrate that partisans follow Bayesian learning dynamics. Although they initially display a 

partisan bias in the incorporation of information, they overcome this bias in the presence of 

external feedback and learn to trust credible sources irrespective of partisanship.  
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Introduction 

In the last decade, there has been widespread concern about the proliferation of misinformation 

and the growing trend of belief polarization which have extended to factual issues such as human-

caused climate change (Rutjens et al., 2018), vaccines safety (Fridman et al., 2021), or the outcome 

of the 2020 US presidential election (Kahn 2021). More troubling is the fact that misinformed and 

polarized views persist even after repeated efforts to debunk them through fact-based messages 

(Flynn et al., 2017; Taber & Lodge, 2006).  

Cognitive psychology offers two plausible explanations for this resistance to evidence and the 

growing belief polarization. According to a “directional reasoning” account, people strive to 

protect their ideology (Feinberg & Willer, 2013; Wolsko et al., 2016) or their valuable social 

identities (Kahan, 2016; Turner et al., 1994) and thus evaluate new information in ways that affirm 

their prior or desired beliefs (Cohen, 2003; Kahan, 2013; Xiao et al., 2016). This process leads to 

deviations from rational (Bayesian) updating and is particularly prevalent in political contexts 

where identity-protective motives are very salient (Druckman & McGrath, 2019; Kahan, 2016). 

Nonetheless, directional reasoning can also apply to neutral, identity-irrelevant beliefs when group 

polarization is extreme and information comes from partisan sources (Abrams et al., 2003).  For 

instance, a recent survey showed that the majority of Democrats and Republicans not only 

disagree over policy-related issues but also cannot agree on basic facts such as the size of a 

demonstration (Laloggia, n.d.). 

An alternative “accuracy motives with biased priors” account posits that biased incorporation of 

new information and the resulting belief polarization can be consistent with Bayesian reasoning. 

According to this account, erroneous or polarized beliefs are the product of a procedurally rational 

process in which accuracy-motivated individuals selectively incorporate information from sources 

that they deem credible based on prior impressions and prejudice rather than actual source 
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credibility(Clemm Von Hohenberg & Guess, 2023; Druckman & McGrath, 2019). This mechanism 

is particularly relevant in political contexts in which partisanship serves as a heuristic to discern 

credible from dubious sources of information. Given that partisan sources predominantly share 

identity-congruent information (Hansen & Kim, 2011; Pronin et al., 2002; Swire et al., 2017; Van 

Bavel & Pereira, 2018), a tendency to endorse information from co-partisan sources and to 

discount information from rival partisan sources will inevitably lead to polarized beliefs and 

attitudes. 

Existing work has failed to disentangle the “directional reasoning” from the “accuracy motives with 

biased priors” mechanism as they both lead to biased beliefs in the short-term (Druckman & 

McGrath, 2019). However, under certain conditions, the two mechanisms result in substantially 

different long-term outcomes. A good illustration of this difference is Republican supporters’ trust 

towards Donald Trump before and after his presidency. During his presidency, Donald Trump made 

numerous misleading or false claims that were repeatedly debunked by mainstream media (Baker, 

2018; Swire et al., 2017; The Washington Post, 2021). Accuracy-motivated Republicans may have 

initially trusted Trump based on pre-existing stereotypes or heuristics about the credibility and 

trustworthiness of Republicans politicians. However, in light of the extensive debunking of his 

misleading and false claims, accuracy-motivated partisans would gradually reduce their trust in 

Trump’s statements. On the other hand, partisans who consistently engage in directional 

reasoning would maintain and even strengthen their trust in Trump given that he repeatedly 

shared identity-congruent (mis)information. 

Current Study 

The present study constitutes the first experimental attempt to disentangle these two mechanisms 

by using a dynamic setting where participants can gradually update their initial impressions about 

the credibility of partisan information sources based on evidence. Unlike previous studies that 
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used self-reported measures of trust (Hansen & Kim, 2011; Vallone et al., 1985; Van Bavel & 

Pereira, 2018), we used a behavioral incentivized measure that operationalizes trust as the extent 

to which partisans incorporate information from different sources into their prior beliefs (Schulz 

et al., 2023). This measure allows us to avoid social desirability biases or partisan cheerleading 

(Bullock et al., 2013; Peterson & Iyengar, 2021).  

We developed a novel belief updating task in which partisans can update their prior estimation 

about a visual stimulus after receiving a message from a supporter of their political party (i.e., 

ingroup) or the opposing political party (i.e., outgroup). Subsequently, they receive feedback about 

the correct answer. After repeated exposure to messages from the same sources and given the 

presence of external feedback, accuracy-motivated individuals, but not those engaging in 

directional reasoning, will gradually learn to trust credible partisan sources even when the 

information contradicts their prior beliefs and comes from an outgroup member. 

Previous research suggests that people often possess both accuracy and identity-protective 

motives and express them to a different extent depending on the context (Van Bavel & Pereira, 

2018). For instance, partisan identities are often activated in political contexts (Grace et al., 2008; 

Tajfel & Turner, 2004). However, other evidence suggests that ingroup bias is present even in 

neutral, identity-irrelevant topics (Abrams et al., 2003). To explore the conditions that favor one 

motive over the other, we examined whether sharing information about a polarizing political topic, 

compared to neutral information, slows down the learning process. Notably, political content may 

also introduce a desirability bias as partisans tend to endorse ideology-congruent information and 

discount ideology-incongruent information irrespective of the identity of the source. To further 

explore whether accuracy and identity-protective motives are simultaneously present, we 

introduced a control condition in which messages come from neutral (non-partisan) sources. This 
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condition allows us to measure the baseline rate of learning in the absence of directional 

reasoning. 

Noise is inherent in real-world environments as information sources are very rarely characterized 

by absolute (in)accuracy and external feedback is accurate with some given probability. Previous 

evidence suggests that noisy environments aggravate the process of learning and facilitate 

motivated reasoning and the expression of various biases (Dana et al., 2007; Di Tella et al., 2015; 

Hamman et al., 2010). To better understand the role of noise in favoring one over the other 

mechanism, we manipulated the presence and strength of external feedback (Experiment 1) and 

the degree of uncertainty about actual source credibility (Experiment 2).  

Existing work 

This work builds on insights from a broader literature on the formation and updating of 

impressions about others (Hackel et al., 2020; M. Kim et al., 2020; Schulz et al., 2023). According 

to this literature, people make inferences about others based on heuristics and stereotypes 

(Dovidio et al., 2010; Fiske et al., 2002; Stanley et al., 2011), or prior selective exposure to 

information (Derreumaux et al., 2022; Levendusky, 2013; Mothes & Ohme, 2019). These trait 

inferences can dynamically change based on feedback through a reinforcement learning process 

(Hackel et al., 2020; M. Kim et al., 2020). Interestingly, this learning process takes place even when 

people hold strong prior impressions that contradict evidence (M. J. Kim et al., 2021; Leong & Zaki, 

2018; Park et al., 2021; Traast et al., 2023). Previous work has documented this evidence-based 

updating of impressions about others’ moral character (Hackel et al., 2020; M. J. Kim et al., 2021; 

Mende-Siedlecki, 2018) or trustworthiness during economic transactions (Traast et al., 2023).  

Our study extends this work by investigating whether partisans update their trust towards ingroup 

and outgroup information partisan sources based on evidence. In this respect, our work also 

draws from a surging Behavioral Economics and Political Science literature on the updating of 
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politically motivated beliefs (Thaler, 2020; Zimmermann, 2020), and the biased seeking of 

ideologically-aligned sources (Charness et al., 2021). Particularly relevant to our study is a recently 

proposed theoretical model which showed that small differences in attitude across agents lead to 

large biases in trust towards these sources after repeated exposure to information from 

ideologically opposing sources (Gentzkow et al., n.d.).  

Hypotheses 

We define an “early partisan bias” in trust as the tendency to incorporate information from ingroup 

sources more than outgroup sources in the first part of the experiment (i.e., before extensive 

exposure to evidence). First, we formulate hypotheses about this early partisan bias (H1): 

H1a. Consistent with both the “directional reasoning” account and the “accuracy motives with 

biased priors” account, participants will exhibit an early partisan bias in trust towards ingroup 

and outgroup sources. This early partisan bias may reflect identity-protective motives or biased 

credibility impressions about partisan sources.  

H1b. This early partisan bias will be stronger when the content of information is political rather 

than neutral as identity-relevant content activates partisan identities which strengthens the 

biased credibility impressions and promotes directional reasoning. 

H1c. An alternative hypothesis is that the early partisan bias will be stronger in the face of 

neutral rather than political content. In the face of political information, partisans’ attention 

will shift from the identity of the sources to the ideological congruence of the information. In 

other words, partisans will exhibit a desirability bias based on information content irrespective 

of source identity. 

Second, to disentangle the two aforementioned accounts, we formulate hypotheses about the 

persistence of partisan bias across time and the process of gradually learning to trust reliable 

sources more than unreliable sources (H2): 
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H2a. Based on the “directional reasoning” account, the partisan bias will persist over time as 

partisans will not update their trust towards the different sources based on evidence.  

H2b. Alternatively, if partisans are motivated by accuracy but have biased prior credibility 

impressions, the early partisan bias will decline over time (and may even change direction) as 

partisans will gradually trust reliable sources more than unreliable sources irrespective of 

partisanship. 

H2c. The gradual decline of the partisan bias and the evidence-based updating of trust will be 

less pronounced in noisy environments in which external evidence is weak (Experiment 1) or 

there is a high degree of uncertainty about the actual reliability of the sources (Experiment 2).  

H2d. The gradual decline of the partisan bias and the evidence-based updating of trust will be 

less pronounced when the content of information is political rather than neutral. This effect 

may reflect the more salient identity-protective motives in a political context but may also 

reflect the presence of a desirability bias which slows down the learning process.    

Third, we formulate hypotheses to examine whether the learning process differs depending on 

whether the identity of the source is partisan or neutral (H3):  

H3a. Based on the “accuracy motives with biased priors” account, partisans will learn to trust 

the reliable sources more than the unreliable sources equally fast when sources have partisan 

and neutral identities. 

H3b. In contrast, based on the “directional reasoning” account, the learning rate will be higher 

when sources have neutral as opposed to partisan identities.  
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Experiment 1 

In this experiment, we investigated the presence of evidence-based updating of trust towards 

partisan sources by disentangling the sources’ partisanship (i.e., ingroup vs outgroup) from the 

sources’ actual reliability (reliable vs unreliable). The experiment consisted of 40 rounds. In each 

round, participants performed a neutral estimation task and received a message from one of four 

different advisors:  two ingroup advisors and two outgroup advisors. One ingroup and one 

outgroup advisor were fully reliable as they always provided accurate advice, while the other 

ingroup and outgroup advisor were fully unreliable as they always provided inaccurate advice (i.e., 

2X2 within-subject design). At the end of each round, participants received feedback about the 

correct answer which also served as fact-checking information regarding the advisors’ reliability. 

The presence and strength of feedback was manipulated across three between-subject conditions: 

(a) a no feedback condition in which feedback was entirely absent and thus learning was not 

possible, (b) a noisy feedback condition in which feedback was present but it was accurate 80% of 

the times, (c) a strong feedback condition in which feedback was present and always accurate. In 

the presence of strong feedback, we compared the learning rate when the advisors have partisan 

identities with a control condition in which the advisors have neutral identities. 

 

Method 

Participants 

We recruited participants from the US through the online platform Academic Prolific. We selected 

participants who identified strongly or moderately with the Democratic or Republican party and 

voted for this party in the last two presidential elections in 2016 and 2020. We planned to recruit 

560 participants (140 per cell) which would provide us .80 power to detect medium effect size (η2 
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= .06) for main effects and interaction effects at the error probability of α = .017 (correction for 

testing three hypotheses, H1-H3). 

In total, 621 participants completed the study but 17 participants were excluded as they 

consistently reported the same prior and posterior estimation across rounds. The final sample of 

604 participants (MAge = 44.1, SDAge = 13.7) included 287 males and 317 females. 311 participants 

identified with the Democratic party while 293 participants identified with the Republican party. 

Participants received a fixed payment of $3 for completing the roughly 30-minute study and 

earned an additional bonus (average bonus was $1.7) based on the accuracy of their estimations 

(see below). 

Belief Updating Task 

The experiment consisted of 40 rounds. Figure 1 presents the structure of a typical round. In each 

round, participants were briefly (2 sec) presented with a picture that consists of green and orange 

pixels (100000 pixels in total). Participants were truthfully informed that in half of the pictures 51% 

of the pixels are green and 49% of the pixels are orange. In the other half of the pictures, 49% of 

the pixels are green and 51% of the pixels are orange. Participants were asked to estimate “How 

likely it is that the green (or orange) pixels are the majority” on a 0-100 scale. Following their first 

estimation (prior belief), participants received a message regarding the majority color from one of 

the four advisors. 

The advisors had participated in previous sessions of the experiment where they had seen the 

same pictures that participants saw, and they had provided information about the majority color 

(i.e., advice) on a 0-100 scale. The message was presented in a binary form which consisted of the 

color that advisors identified as the majority. The message was presented for 3 seconds together 

with an avatar that contains the logo of the political party (Democratic or Republican party) with 
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which the advisor identified. Given that participants also identified with one of the two political 

parties, advisors were perceived as ingroup or outgroup members.  

Upon receiving the message, participants provided a second estimate of the likelihood that green 

(or orange) is the majority color (i.e., posterior belief). At the end of each round, participants 

received feedback about the actual majority color and a reminder of the advisor’s choice of color 

in this round. Combining these two pieces of information, participants can infer the veracity of the 

advisor’s message. Across rounds, participants with accuracy motives should use this feedback to 

update their trust in each advisor. Importantly, participants received a bonus payment of max. $3 

that was based on the accuracy of their first or second estimation in a randomly chosen round. 

 

Figure 1. Structure of a typical round. Following the brief presentation of a picture with green and orange 

pixels, participants make a first estimation (prior) of the likelihood that green (or orange) is the majority 

color. Upon receiving a message from one of the four advisors, they make a second estimation (posterior). 

At the end of each round, they receive feedback about the correct answer and a reminder of advisor’s 

message which serves as fact-checking information. 

 

To disentangle the advisors’ partisan identity from the advisors’ reliability, we selected two 

advisors, one ingroup and one outgroup, who consistently gave accurate messages (10 out of 10 
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rounds) and two advisors, one ingroup and one outgroup, who consistently gave inaccurate 

messages (10 out of 10 rounds). Across rounds, we varied the advisor’s partisan identity (ingroup 

vs outgroup), the advisor’s reliability (reliable vs unreliable), the message (green or orange), and 

the actual majority color of the picture. For each of these characteristics, each of the two possible 

options was presented twenty times. Across the 40 rounds, these characteristics were combined 

in such ways that in half of the rounds, the message is accurate and in the other half it is inaccurate. 

Moreover, each of the four advisors chose green and orange as majority color with equal frequency 

to avoid a color bias. The 40 rounds were divided into five blocks of 8 rounds. Each possible 

combination of characteristics was presented with equal frequency across the five blocks but in a 

randomized order. The order was counterbalanced across participants.  

In the aforementioned design, feedback about the correct answer was present in each round and 

was always accurate which constitutes the strong feedback condition. To examine how the 

presence and the strength of feedback affects trust towards the four advisors, we implemented 

two additional conditions, a “no feedback” condition where participants do not receive feedback 

at the end of each round and a “noisy feedback” condition where participants know in advance 

that feedback is correct 80% of the times. Moreover, to examine whether and to what extent 

advisors’ partisan identities undermine evidence-based learning, we introduced a control 

condition where advisors have neutral identities by labelling them as members of the red or blue 

team.  

Taken together, our design includes advisors’ identity and advisors’ reliability as the main within-

subject independent variables. Given the presence of multiple rounds, block is an additional 

within-subject independent variable. Participants were randomly assigned to advisors’ partisan or 

neutral identity conditions and to the three feedback conditions (i.e., strong, noisy, or no 

feedback). Advisors’ neutral identity was combined with strong feedback as we aimed to establish 
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a baseline learning rate in the absence of partisan identities and when feedback is always correct 

(see Table 1). 

 

Table 1. Conditions and sample size per cell 

Between-subject variables Advisors’ Partisan Identity Advisors’ Neutral Identity 

Strong Feedback n = 140 n = 181 

Noisy Feedback n = 141 -  

No Feedback n = 142 - 

 

Measure of affective polarization 

Affective polarization is defined as the tendency to view rival social or political groups negatively 

and ingroup members positively (Green et al., 2002). In the last two decades, many studies have 

documented growing affective polarization that characterizes US politics in that Democrats and 

Republicans increasingly dislike and distrust each other (Druckman et al., 2021; Iyengar et al., 

2019). To examine whether affective polarization predicts the early partisan bias in trust and the 

learning rate, we elicited participants’ feelings (positive or negative) towards the two partisan 

groups. In line with previous work (Wagner, 2021), we used the difference between ingroup and 

outgroup feelings as an index of affective polarization. We also explored whether feelings towards 

ingroup and outgroup independently predict the early partisan bias in trust and the learning rate 

(see Supplemental Material). 

Belief Updating 

To measure the extent to which participants updated their beliefs in response to an advisor’s 

message, we used the Log Likelihood Ratio (LLR). The LLR quantifies the amount of information 

that participants incorporate in their belief upon receiving the advisor’s message. Let us assume 
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that participant’s prior probability that the majority color is green is P(G). Then, participant’s prior 

probability that the majority color is orange is P(O) = 1 – P(G). According to Bayes rule, the posterior 

probability that the majority color is green after receiving the message (A) is: 

Equation 1: 

𝑃(𝐺|𝐴) =
𝑃(𝐺) ∙ 𝑃(𝐴|𝐺)

𝑃(𝐺) ∙ 𝑃(𝐴|𝐺) + 𝑃(𝑂) ∙ 𝑃(𝐴|𝑂)
 

 

where P(A|G) is the probability of receiving the message A given the majority color is green and 

P(A|O) is the probability of receiving the same message given the majority color is orange. 

The LLR of the received message is the difference between the log-posterior odds and the log-prior 

odds: 

Equation 2: 

𝑙𝑜𝑔 (
𝑃(𝐴|𝐺)

𝑃(𝐴|𝑂)
) = 𝑙𝑜𝑔 (

𝑃(𝐺|𝐴)

𝑃(𝑂|𝐴)
) − 𝑙𝑜𝑔 (

𝑃(𝐺)

𝑃(𝑂)
) 

 

Note that the right-hand side in Equation 2 corresponds to the reported prior and posterior beliefs 

and therefore the LLR can be computed from participants’ estimations. Using the LLR rather than 

the absolute difference between posterior and prior estimation allows us to account for the 

strength of prior beliefs. For instance, the LLR that we obtain when beliefs are updated from 80% 

to 90% is much larger than the LLR we obtain when beliefs are updated from 50% to 60%. Although 

in both cases the absolute belief change is the same in percentage points, in the former case the 

participant has incorporated much more information than in the latter case. In other words, the 

participant has interpreted the message as much stronger evidence in the former than in the latter 

case. We assigned a positive value to LLR when the direction of belief updating is consistent with 

the message participants received and negative value when the direction of belief updating 
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contradicts the received message. In this respect, a higher LLR in response to ingroup compared 

to outgroup messages is an indication of partisan bias in trust. 

Statistical analysis 

To test our hypotheses, we used linear mixed effects models which offer several advantages over 

classic ANOVA when observations are nested within subjects (Barr et al., 2013; Brauer & Curtin, 

2018). We sequentially fitted different linear mixed effect models to the round-level data to 

determine whether a fixed effect model, a random intercept model, or a random intercept and 

random slope model provides the best model fit. We used a Likelihood Ratio Test to statistically 

evaluate goodness of fit. For all statistical tests described below, the most complex random-effects 

structure available provided the best fit to the data.  

We first examined whether participants exhibited an early partisan bias in trust towards the four 

advisors (H1). To test the presence of an early partisan bias, we focused only on conditions in which 

advisors have partisan identities and we limited the analysis to the first time point (i.e., first block 

out of the five blocks of rounds). We fitted a linear mixed effect model using advisors’ identity 

(ingroup vs outgroup) and advisors’ reliability (reliable vs unreliable) as within-subject 

independent variables, presence and strength of feedback as a between-subject independent 

variable, and LLR as the dependent variable.  

We then examined whether the partisan bias in trust persisted over time or whether participants 

gradually updated their trust in the presence of feedback (H2). Here, we focused only on conditions 

in which advisors’ identity is partisan and feedback is present. We fitted a linear mixed effect 

model using advisors’ identity, advisors’ reliability, and time as within-subject independent 

variables, strength of feedback as between-subject independent variable, and LLR as the 

dependent variable. 
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Lastly, we examined whether the evidence-based updating of trust toward reliable and unreliable 

sources differs depending on whether advisors’ identities are partisan or neutral (H3). Here, we 

focused only on conditions in which participants received strong feedback. We fitted a linear mixed 

effect model using advisors’ identity, advisors’ reliability, and time as within-subject independent 

variables, presence of partisan identities as between-subject independent variable, and LLR as the 

dependent variable.  

Significant interaction effects were further explored by testing the effect of one variable separately 

in each level of the other. In an exploratory analysis, we tested whether participants’ identity 

(Democrats vs Republicans) moderated the aforementioned effects. 

 

Results 

We observed a positive average LLR which indicates that participants overall trusted the advisors 

irrespective of partisanship or actual reliability (Figure 2).   

Early partisan bias in trust 

Consistent with H1a, supporters of both political parties exhibited an early partisan bias (F(1, 1110) 

= 14.29, p < .001, ηp
2 = .010) by incorporating information from ingroup sources more than 

outgroup sources, irrespective of advisors’ actual reliability and the strength of feedback (Block 1 

in Figure 2a). To further examine the nature of this effect, we regressed individual differences in 

early partisan bias against an index of affective polarization. This analysis revealed a significant 

positive correlation (b = .006, t(371) = 2.92, p = .004) indicating that the more polarized partisans’ 

feelings towards ingroup and outgroup are, the stronger early partisan bias they displayed. 
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Figure 2. Time evolution of average LLR indicating trust towards ingroup (red) and outgroup (blue) partisan 

sources for all feedback conditions (a) and separately for the no feedback (b), the noisy feedback (c), and 

the strong feedback (d) condition. Bands around the averages indicate the 95% confidence interval of the 

mean. 

 

Persistence of partisan bias and evidence-based updating of trust 

As expected, in the absence of feedback, the partisan bias in trust persisted throughout the 

experiment (F(1, 2298) = 18.65, p < .001, ηp
2 = .009)  (Figure 2a) and participants did not distinguish 

between reliable and unreliable sources (F(1, 437) = 0.20, p = .655) (Figure 3a).  

In contrast, in the presence of strong or noisy feedback, we observed a decline of partisan bias 

over time (F(1, 4155) = 5.36, p = .021, ηp
2 = .001) which was mainly driven by a declining trust 

towards ingroup sources (F(1, 243) = 22.90, p < .001, ηp
2 = .090) (Figure 2b-c). Post-hoc tests 

revealed that the partisan bias in trust remained significant only in the first two blocks. Notably, 
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participants of both political groups gradually learned to trust reliable sources more than 

unreliable sources when feedback was present (F(1, 429) = 21.13, p < .001, ηp
2 = .050) (Figure 3b-

c). This gradual learning effect was mainly driven by a declining trust towards unreliable sources 

(F(1, 243) = 40.53, p < .001, ηp
2 = .140). Taken together, the declining partisan bias and the 

evidence-based updating of trust are consistent with H2b and with the “accuracy motives with 

biased priors” account (see Supplemental Material for more detailed analysis). 

Contrary to H2c, the strength of feedback did not have an impact on the decline of the partisan 

bias (F(1, 4155) = 2.41, p = .121) and the evidence-based updating of trust (F(1, 429) = 1.13, p = 

.288). Specifically, partisans learned to trust reliable sources more than unreliable sources in the 

face of both noisy (F(1, 259) = 8.70, p = .003, ηp
2 = .030) and strong (F(1, 192) = 12.36, p < .001, ηp

2 

= .060) feedback. The aforementioned effects were present in both Democrats and Republicans. 

Moreover, affective polarization (b = .005, t(371) = 1.28, p = .200) did not predict the extent to 

which partisans learned to trust reliable over unreliable advisors. 
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Figure 3. Time evolution of average LLR indicating trust towards reliable (red) and unreliable (blue) sources 

separately for partisan sources and no feedback (a), partisan sources and noisy feedback (b), partisan 

sources and strong feedback (c), and neutral sources and strong feedback (d). Bands around the averages 

indicate the 95% confidence interval of the mean. 

 

Evidence-based updating of trust towards partisan vs neutral sources 

Consistent with H3a and the “accuracy motives with biased priors” account, partisan sources, 

compared to neutral sources, did not slow down the learning process (F(1, 416) = 0.61, p = .435) 

(Figure 3c-d). For both partisan and neutral sources, post-hoc tests confirmed that trust towards 

the unreliable sources declined over time (F(1, 279) = 52.27, p < .001, ηp
2 = .160), while the reliable 

sources were trusted more over time (F(1, 279) = 16.27, p = .001, ηp
2 = .060).  
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Discussion 

Both Democrats and Republicans initially incorporated information from ingroup sources more 

than outgroup sources and the extent of this partisan bias was positively associated with affective 

polarization and positive feelings towards ingroup. In the presence of strong or noisy feedback, 

the partisan bias gradually disappeared as Democrats and Republicans gradually trusted less the 

unreliable sources. The extent of learning correlated with negative feelings towards the outgroup. 

Importantly, this learning process did not differ from a control condition in which sources had 

neutral rather than partisan identities suggesting that sources’ partisanship did not undermine 

learning. Taken together, these findings are consistent with the “accuracy motives with biased  

priors” account in which partisans initially hold biased credibility impressions about partisan 

sources but these impressions are gradually updated based on feedback. 

  



21 
 

Experiment 2 

In Experiment 1, the different sources consistently provided either accurate (i.e., reliable sources) 

or inaccurate (unreliable sources) information. However, sources that communicate political 

information are rarely characterized by this absolute level of (in)accuracy. Credible sources may in 

some occasions provide inaccurate information, while dubious sources occasionally provide 

accurate information. To emulate this noisy environment, we conducted a second preregistered 

experiment in which partisan sources share a mixture of accurate and inaccurate information and 

thus there is ambiguity about the actual source reliability. To facilitate the learning process in this 

noisy environment, participants received information only from two sources, an ingroup and an 

outgroup source.  

In Experiment 1, ingroup and outgroup sources were equally reliable (i.e., one reliable and one 

unreliable source from each partisan group). In contrast, in this experiment, the ingroup source 

provides most of the time inaccurate information while the outgroup source is most of the time 

accurate. In this setting, accuracy motives are in direct conflict with identity-protective motives 

and thus any decline of partisan bias in trust reflects evidence-based updating of trust. We also 

introduced a “weak evidence” condition in which both the ingroup and outgroup source provide 

accurate information in only half of the rounds. This control condition allows us to establish a 

baseline level of partisan bias in a highly noisy environment. 

In Experiment 1, the content of the information was neutral (i.e., majority color in the picture). In 

this experiment, we introduced an additional condition to examine whether political information 

would affect the rate with which people update their trust towards partisan sources. Similar to 

Experiment 1, we introduced a control condition with neutral source identities that allowed us to 

quantify the baseline learning rate when the partisan bias is absent.  
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Method 

All manipulations, measures, hypotheses, data analysis, sample size, and data exclusions of the 

study were preregistered prior to data collection 

(https://osf.io/mtfy2/?view_only=4b49d393c56040eb80f3b123b374c77d). The experiments 

were programmed in Qualtrics. 

Participants 

We recruited participants from the US through the online platform Academic Prolific. As reported 

in the preregistered protocol, we sought to recruit 720 participants (120 per cell) which would 

provide us .80 power to detect medium effect size (η2 = .06) for main effects and interaction effects 

at the error probability of α=.017 (correction for testing three preregistered hypotheses). In total, 

754 participants completed the study but 20 participants did not fulfill our preregistered inclusion 

criteria (consistently reported the same prior and posterior estimation across rounds). The final 

sample of 734 participants (MAge = 46.9, SDAge = 13.7) included 358 males and 376 females. 379 

participants identified strongly or moderately with the Democratic party while 355 participants 

identified strongly or moderately with the Republican party. Similar to Experiment 1, participants 

received a fixed payment of $3 for completing the roughly 30-minute study and an additional 

bonus of max. $3 that was based on the accuracy of participants’ prior or posterior estimations in 

a randomly chosen round (average bonus was $1,6). 

Belief Updating Task 

We modified the Belief Updating task of Experiment 1 in that partisan sources provided a mixture 

of accurate and inaccurate information (i.e., noisy environment). The experiment consisted of 36 

rounds and participants received messages from an ingroup and an outgroup advisor. Participants 

performed the same estimation task (i.e., majority color), but the pictures consisted of red and 

blue pixels rather than green and orange pixels. In each round, participants received accurate 
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feedback about the actual majority color and a reminder of the advisor’s choice of color in this 

round which allowed inferences about the advisors’ actual credibility. 

To emulate the noise that characterizes real-life settings, the outgroup, reliable advisor sent 

accurate messages in 15 out of 18 rounds and the ingroup, unreliable advisor sent inaccurate 

messages in 15 out of 18 rounds. To avoid any order effects, inaccurate messages from the reliable 

advisor and accurate messages from the unreliable advisor were always presented in the 3rd, 9th, 

and 15th round. Each round differed with respect to the advisor’s identity, the message (red or 

blue), and the actual majority color of the picture. The 36 rounds were divided into three blocks of 

12 rounds. Each possible combination of characteristics was presented with equal frequency 

across the three blocks but in a randomized order. The order was counterbalanced across 

participants. Across the 36 rounds, these three characteristics were combined such that messages 

are accurate in half of the rounds. To avoid a color bias, each advisor chose blue and red as the 

majority color with equal frequency. We also introduced a “weak evidence” condition where both 

ingroup and outgroup advisors sent accurate messages in half of the rounds and thus there was 

no clear evidence that one of the two advisors is more reliable than the other.  

We also introduced a political context, by using the contentious issue of the winner of the 2020 US 

presidential election which still polarizes the supporters of the two political parties (Botvinik-Nezer 

et al., 2023; Kahn, 2021). Specifically, we selected some counties throughout the US where, 

according to the official results by the Federal Election Commission, the winning party won by a 

narrow margin (i.e., roughly 51% of the eligible votes). We visually represented the electoral result 

in these “narrow margin” counties with pictures that consist of 100000 blue and red pixels. Blue 

pixels represent the percent of votes for the Democratic party and red pixels represent the percent 

of votes for the Republican party. In essence, participants performed the same visual estimation 

task using the same stimuli as in the neutral information condition.   



24 
 

In this political context, participants were asked to estimate “How likely it is that Democrats (or 

Republicans) won in this county”. Similar to the neutral content, the message came from other 

participants who took part in this study. The message was presented in a binary form and consisted 

of the political party that, according to the advisor, won the elections in this county (again 50% 

was used as a threshold to binarize the advisors’ response). The political content introduces a 

desirability bias in that the desired belief for Democrats and Republicans is that their party won 

(Dahlke & Hancock, 2022). To ensure that the desirability bias does not confound the partisan bias, 

both ingroup and outgroup advisors sent desirable messages (i.e., own political party won 

elections) in half of the rounds and undesirable messages (i.e., rival political party won elections) 

in the other half of the rounds.  

Similar to Experiment 1, we introduced a control condition where both advisors have neutral 

identities (i.e., advisor A vs advisor B). Our design includes advisor’s identity/reliability and time 

(i.e., three blocks) as the main within-subject independent variables. Moreover, our design 

includes the following between-subject independent variables: content (neutral vs political), 

evidence about the advisors’ reliability (strong vs weak), and advisors’ identities (partisan vs 

neutral identity). These three between-subject variables are not fully orthogonal to each other 

(see Table 2), as we did not combine advisors’ neutral identity (i.e., no partisan bias) with weak 

evidence about the advisors’ reliability (i.e., no learning). 

 

Table 2. Conditions and sample size per cell 

Between-subject  

variables 

Advisors’ Partisan Identity Advisors’ Neutral Identity 

Strong Evidence  

about source reliability 

Weak Evidence 

about source reliability 

Strong Evidence 

about source reliability 

Neutral  n = 118 n = 117 n = 159 
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Message Content 

Political  

Message Content 
n = 121 n = 121 n = 118 

 

Additional measures 

We measured reliability impressions by eliciting participants’ beliefs about the reliability of 

advisors’ responses during the task (i.e., frequency of correct messages sent by ingroup or 

outgroup advisor). These reliability impressions were elicited at the beginning (prior) and at the 

end (posterior) of the experimental session. Similar to Experiment 1, we also elicited participants’ 

feelings (positive or negative) towards the two groups, and we used the difference between 

ingroup and outgroup feelings as a measure of affective polarization. Lastly, a short memory task 

(recognition task) was administered after the belief updating task to control for differences in 

memory skills.  

Belief Updating 

To measure the extent to which participants update their beliefs in response to an advisor’s 

message, we used the LLR which was computed as in Experiment 1. 

Statistical analysis 

As in Experiment 1, we sequentially fitted different linear mixed effect models to the round-level 

data to determine whether a fixed effect model, a random intercept model, or a random intercept 

and random slope model provides the best model fit. For all statistical tests described below, the 

most complex random-effects structure available provided the best fit to the data.  

To test H1 (early partisan bias), we focused only on the condition in which advisors had partisan 

identities and we limited the analysis to the early phase (i.e., first block) of the experiment. We 
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fitted a linear mixed effect model using advisors’ identity as within-subject independent variable 

and strength of evidence as well as message content as between-subject independent variables.  

To test hypothesis H2 (persistence of partisan bias and evidence-based updating of trust), we 

focused only on the condition in which advisors had partisan identities. We fitted a linear mixed 

effect model using advisors’ identity and time as within-subject independent variables. Strength 

of evidence and message content were added to the model as between-subject independent 

variables. 

To test hypothesis H3 (differences in the learning process between partisan and neutral identities), 

we focused only on the strong evidence condition where advisors are either clearly reliable or 

unreliable. We fitted a linear mixed effect model using advisors’ reliability and time as within-

subject independent variables and presence of partisan identities as between-subject independent 

variable. In all aforementioned models, the LLR was used as dependent variable.  

 

Results 

There was a positive average LLR indicating that participants overall trusted the two partisan 

sources throughout the experiment.  

Early partisan bias in trust 

Consistent with H1a, Democrats and Republicans exhibited an early partisan bias (F(1, 465) = 6.54, 

p = .011, ηp
2 = .010) in that they incorporated information from the ingroup source more than the 

outgroup source in the first block of rounds (Block 1 in Figure 4a). Contrary to both H1b and H1c, 

the content of the information (i.e., neutral vs political) had no impact on the early partisan bias. 

Furthermore, the early partisan bias was the same in the presence of both strong and weak 

evidence about the actual source reliability. Similar to Experiment 1, individual differences in 

affective polarization (b = .002, t(465) = 3.47, p < .001) positively predicted the early partisan bias. 
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As expected, the partisan bias was also present in self-reported reliability impressions at the 

beginning of the experiment (t(461) = 14.21, p < .001). However, the self-reported reliability 

impressions did not predict the behavioral measure of partisan bias (b = .004, t(460) = 1.07, p = 

.285). 

 

Figure 4. Time evolution of average log likelihood ratio (LLR) indicating trust towards the ingroup and 

unreliable source (red) and the outgroup and reliable (blue) source for all conditions that included partisan 

sources (a) and separately for the condition that combined partisan sources with weak evidence (b), 

partisan sources with strong evidence (c), and neutral sources with strong evidence. Bands around the 

averages indicate the 95% confidence interval of the mean. 

 

Persistence of partisan bias and evidence-based updating of trust 
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Consistent with H2b and the “accuracy motives with biased priors” account, the partisan bias 

gradually declined and even changed direction (Figure 4a), as both Democrats and Republicans 

gradually updated their trust towards partisan sources based on evidence (F(1, 1584) = 13.22, p < 

.001, ηp
2 = .007). This learning effect was mainly driven by the gradually declining trust towards 

the ingroup and unreliable advisor (F(1, 933) = 19.45, p < .001, ηp
2 = .020), while trust towards the 

outgroup and reliable advisor did not change over time (F(1, 933) = 1.25, p = .263). 

Consistent with H2c, the learning rate was lower in the face of weak compared to strong evidence 

(F(1, 1584) = 4.76, p = .029, ηp
2 = .003) suggesting that a noisy environment impedes the learning 

process (Figure 4b-c). In fact, post-hoc tests revealed that the partisan bias was significantly 

reduced in the presence of strong evidence (F(1, 614) = 14.65, p < .001, ηp
2 = .020) but not in the 

presence of weak evidence (F(1, 924) = 1.16, p = .282, ηp
2 = .001).  

In contrast to H2d, the learning process did not differ between neutral and political content (F(1, 

1587) = 2.20, p = .138). We also examined the learning process separately in the two types of 

content. This exploratory analysis revealed that the learning effect was present when the content 

was neutral (F(1, 763) = 11.48, p < .001, ηp
2 = .010) but it was absent when the content was political 

(F(1, 924) = 2.82, p = .093).  

Notably, affective polarization did not predict the evidence-based updating of trust towards the 

two advisors indicating that the learning process is independent from the degree of affective 

polarization. In line with the behavioral measure, the partisan bias in self-reported reliability 

impressions was significantly reduced throughout the experiment (t(461) = -9.31, p < .001) and 

was absent at the end of the experiment (t(461) = 0.54, p = .589). However, the decline of the self-

reported partisan bias did not predict the gradual decline of the behavioral partisan bias (b = .006, 

t(460) = 1.50, p = .134). 

Evidence-based updating of trust towards partisan vs neutral sources 
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Consistent with H3a and the «accuracy motives with biased priors” account, the presence of 

partisan (vs neutral) identities had no impact on how fast Democrats and Republicans learned to 

trust reliable sources (F(1, 1064) = 0.57, p = .451) (Figure 5c-d). In fact, evidence-based updating 

of trust was substantial irrespective of whether advisors’ identity was partisan or not (F(1, 1064) = 

26.59, p < .001, ηp
2 = .020). Post-hoc tests showed that the unreliable advisor was trusted less over 

time (F(1, 942) = 6.25, p = .013, ηp
2 = .006), while the reliable advisor was trusted more over time 

(F(1, 501) = 49.63, p < .001, ηp
2 = .090). 

Nonetheless, throughout the experiment the reliability effect was more pronounced for neutral 

compared to partisan source identities (F(1, 2004) = 14.79, p < .001, ηp
2 = .007). Specifically, for 

neutral source identities, we observed a clear preference for information coming from the reliable 

over the unreliable source (F(1, 1333) = 91.23, p < .001, ηp
2 = .060). In contrast, for partisan source 

identities, there was no clear overall preference for the reliable source (F(1, 943) = 3.53, p = .060, 

ηp
2 = .004) as participants initially trusted the ingroup unreliable source more than the outgroup 

reliable source. Nonetheless, the learning rate did not differ between neutral and partisan source 

identities suggesting that this difference can be explained by the early partisan bias which was 

present only for partisan identities (see Figure 4c-d). 

 

Discussion 

Similar to Experiment 1, Democrats and Republicans initially incorporated information from the 

ingroup source more than the outgroup source irrespective of the content (neutral or political). 

Affective polarization and feelings towards the ingroup predicted the extent of this early partisan 

bias. In the face of strong evidence, Democrats and Republicans gradually trusted more the 

outgroup source and gradually trusted less the ingroup source. In the presence of weak evidence 

(i.e., ingroup and outgroup advisors are equally reliable), partisans gradually trusted less the 
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ingroup source but trust towards the outgroup source did not change significantly. Although the 

learning process did not differ significantly across neutral and political context, a separate analysis 

for the two contexts revealed that the learning process was significant only in the neutral context. 

Importantly, this learning process was the same for neutral and partisan sources suggesting that 

sources’ partisanship does not activate identity-protective motives. However, throughout the 

experiment, the reliability effect on trust was more pronounced in the presence of neutral sources. 

This difference is explained by the early partisan bias which has a lasting impact on trust levels 

throughout the experiment.  
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General Discussion 

Cognitive scientists have proposed two competing mechanisms for the emergence and persistence 

of erroneous and polarized political beliefs: (1) partisans engage in directional reasoning and 

distort their inference process to protect their political identities and affirm their ideology, or (2) 

they are motivated by accuracy but use partisanship as a heuristic to identify reliable sources of 

information. Using a dynamic experimental setting that allows partisans to gradually discern the 

credible from the dubious partisan sources, we provide substantial evidence in favor of the second 

mechanism. Both Democrats and Republicans initially displayed a partisan bias in that they 

incorporated information from ingroup sources more than outgroup sources. However, this 

partisan bias gradually disappeared or even changed direction after exposure to evidence that 

outgroup sources are equally or more reliable than ingroup sources, respectively. This learning 

effect was present when partisan sources shared either neutral or political information. However, 

an exploratory analysis suggests that the learning effect is more pronounced in the face of neutral 

compared to political information. Moreover, the learning process was not sensitive to the 

strength of external feedback but was negatively affected by the degree of uncertainty regarding 

actual source reliability. Compared to neutral source identities, the presence of partisan source 

identities did not undermine the learning process further supporting the view that partisans are 

driven by accuracy rather than identity-protective motives. 

The early partisan bias regarding trust in information sources is consistent with an extensive body 

of literature that has documented partisan biases in various behavioral measures and contexts 

(Baron & Jost, 2019; Carlin & Love, 2018; Ditto et al., 2019; Leeper & Slothuus, 2014). Nonetheless, 

the nature of this partisan bias remains relatively elusive. One plausible interpretation is that this 

bias is driven by beliefs about the credibility and trustworthiness of partisan groups which are 

based on stereotypes (Dovidio et al., 2010; Fiske et al., 2002) or selective exposure to information 
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(Derreumaux et al., 2022; Levendusky, 2013; Mothes & Ohme, 2019). In line with this 

interpretation, self-reported reliability ratings showed a similar pattern of an initial partisan bias 

that disappeared after exposure to feedback. However, the early partisan bias and the degree of 

learning observed at the behavioral level did not correlate with self-reported reliability ratings. 

This discrepancy between behavioral and self-reported measures is reported in other types of 

biases as well. For instance, the racial bias in trust during economic transactions was associated 

with implicit rather than explicit racial bias (Stanley et al., 2011).  

An alternative interpretation is that the biased incorporation of information from partisan sources 

reflects an implicit bias that is driven by affective prejudice towards the two groups (Amodio et al., 

2003; Cuddy et al., 2009). Consistent with this interpretation, in both experiments, polarized 

feelings towards the two partisan groups predicted the early behavioral bias but not the degree of 

evidence-based updating of trust. Taken together these findings suggest that, in the absence of 

other information, partisans rely on an affective implicit bias to solve the problem of which source 

of information to trust. However, once external feedback becomes available, partisans start basing 

their decisions on concrete evidence about source credibility (Schulz et al., 2023). 

In both experiments, the partisan bias gradually declined after exposure to external feedback and 

was even reversed when the outgroup sources were more reliable than the ingroup sources. 

Consistent with Bayesian reasoning, this learning process was sensitive to the degree of 

uncertainty regarding actual source reliability. On the other hand, the introduction of noise in the 

external feedback had no impact on the learning process indicating that partisans did not 

discriminate between perfectly accurate (i.e., 100%) and highly informative (i.e., 80%) external 

feedback. This strategy is optimal in the present setting given the absence of any other information 

about source reliability.   
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In both experiments, the evidence-based updating of trust was predominantly driven by a gradual 

decline of trust towards unreliable sources rather than an increasing trust towards reliable sources. 

One plausible explanation for this heightened sensitivity to negative feedback is that people 

initially consider any source of information as potentially helpful (Schulz et al., 2023) and thus are 

more likely to generate large prediction errors in the face of negative rather than positive 

feedback. Indeed, in both experiments, partisans initially incorporated information from all 

sources irrespective of their identity. Taken together, the incorporation of both strong and noisy 

external feedback, the sensitivity to the strength of evidence regarding actual source reliability, 

and the increased susceptibility to negative feedback suggest that people follow Bayesian learning 

dynamics. This pattern is consistent with previous studies reporting evidence-based updating of 

prior impressions about others’ moral character (M. J. Kim et al., 2021; Mende-Siedlecki, 2018), 

trustworthiness in economic transactions (Traast et al., 2023) and credibility as sources of 

information (Schulz et al., 2023). 

Previous work has shown that contexts that activate partisan identities, such as polarizing political 

issues, activate identity-protective or ideology-affirming motives (Grace et al., 2008; Hogg et al., 

1995; Tajfel & Turner, 2004) and thus enhance directional reasoning. However, our results do not 

support this hypothesis as the early partisan bias in trust did not differ across neutral and political 

contexts suggesting that the partisan bias is driven by the mere presence of partisan source 

identities rather than the polarizing content of the information. Moreover, the evidence-based 

updating of trust did not differ across the two contexts indicating that partisans are motivated by 

accuracy in both neutral and political contexts. However, this conclusion warrants further 

investigation as a separate analysis revealed that the learning effect is present only in the face of 

neutral information.  
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Despite the polarizing nature of the topic (i.e., fraud in the 2020 US presidential election) (Botvinik-

Nezer et al., 2023; Kahn, 2021), we did not observe a desirability bias in that there was no 

asymmetric incorporation of desirable and undesirable information from partisan sources. 

However, partisans expressed a strong desirability bias during the elicitation of prior beliefs. This 

effect was mainly driven by Democrats reporting that the Democratic party won the elections (see 

Supplemental Material). This pattern further confirms the view that partisans hold biased prior 

beliefs on this polarizing issue but have accuracy motives and are willing to incorporate new 

information even if it comes from outgroup sources and is undesirable.  

Given that partisan sources often share politically concordant information, people develop second-

order beliefs about the biases of partisan groups (Bogart & Lees, 2023; Mernyk et al., 2022). When 

this is the case, any mismatch between information desirability and source identity is unexpected 

and can be perceived as more informative. Therefore, desirable information may be incorporated 

to a larger extent when it comes from outgroup sources and vice versa for undesirable information. 

In line with this argument, we found an interaction between source identity and information 

desirability in that the early partisan bias was present only for undesirable information (see 

Supplemental Material). This finding is consistent with evidence that partisans are characterized 

by negative meta-perceptions about outgroups (Bogart & Lees, 2023; Mernyk et al., 2022) which 

lead to rejection of undesirable information when it comes from rival partisan groups. However, 

our study design does not allow us to draw firm conclusions on the potential interactions between 

desirability and identity bias, yet our preliminary findings warrant further investigation especially 

about the role of meta-perceptions in the learning process.  

The evidence-based updating of trust indicates the presence of accuracy motives but does not 

exclude the possibility that identity-protective motives are simultaneously present and slow down 

the learning process. Furthermore, even accuracy-motivated individuals may maintain their strong 
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prior impressions about partisan sources in a procedurally rational way by generating auxiliary 

explanations for identity-incongruent feedback (Gershman, 2019; M. Kim et al., 2020). To test 

these two plausible explanations, we introduced a control condition in which sources have neutral 

identities and thus these two factors become irrelevant. In both experiments, the learning process 

did not differ between partisan and neutral sources suggesting that identity-protective motives 

and auxiliary explanations, if present, played a trivial role. Despite the similar learning rates across 

the two identity conditions, the early partisan bias acted as a handicap in that partisans required 

more time and a larger amount of evidence to successfully discern credible from dubious partisan 

sources (Derreumaux et al., 2022, 2023).  

An ongoing debate pertains to the presence of ideological asymmetries in the processing of 

information (Allcott & Gentzkow, 2017; Guay & Johnston, 2022). Some studies showed that liberals 

and conservatives or Democrats and Republicans display important asymmetries in the way they 

process information (Baron & Jost, 2019; DeVerna et al., 2022; Van Der Linden et al., 2021), while 

other studies suggest that these processes are independent from ideology and moral values 

(Brandt et al., 2014; Ditto et al., 2019). Our findings are in line with the latter view as the two 

partisan groups displayed a similar pattern of an early partisan bias and subsequent evidence-

based updating of trust. 

It is difficult to reconcile our finding that people follow Bayesian learning dynamics with the 

growing trend of belief polarization and resistance to evidence (Allcott & Gentzkow, 2017; Van Der 

Linden, 2022). Going back to our initial example, it is unclear why Donald Trump still enjoys the 

trust of a large proportion of Republicans despite the extensive debunking of his false and 

misleading claims (Baker, 2018; Swire et al., 2017; The Washington Post, 2021). One plausible 

explanation is that in highly polarized political contexts, accurate information is not abundant and 

seeking evidence that debunks misinformation is an active and effortful process (Lewandowsky et 
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al., 2012; Roozenbeek et al., 2023). Moreover, partisans selectively expose themselves to sources 

they deem as credible and rarely verify the claims of these sources (Derreumaux et al., 2022; 

Levendusky, 2013; Mothes & Ohme, 2019). This tendency has recently increased due to the 

declining trust in mainstream media and the emergence of alternative media sources that do not 

adhere to journalistic standards (Hameleers et al., 2022; Michailidou & Trenz, 2021). In contrast to 

this noisy environment, our setting exposes partisans to information from both sides and provides 

immediate and accurate external feedback. Nonetheless, even in this highly controlled setting, we 

found that uncertainty about actual source reliability plays a crucial role as it impedes learning and 

preserves the partisan bias in trust.  

Our setting also provides external monetary incentives for accuracy which are not present in the 

real world. Recent experimental work has provided robust evidence that accuracy prompts 

(Pennycook & Rand, 2022; Roozenbeek et al., 2021) and accuracy incentives (Rathje et al., 2023) 

can mitigate misinformation susceptibility and resistance to evidence. Both motivational and 

cognitive mechanisms can account for this effect. The motivational account posits that accuracy 

prompts and incentives render accuracy motives more salient than identity-protective motives and 

thus curtail directional reasoning (Kahan, 2016; Van Bavel & Pereira, 2018).  

The cognitive account posits that lack of reflective reasoning and limited attentional resources lead 

to intuitive and automatic processing of information (Bago et al., 2020; Pennycook & Rand, 2019, 

2021). In this respect, accuracy prompts and incentives promote reflective reasoning which 

improves discernment between true and false information (Pennycook & Rand, 2019, 2022). The 

cognitive account may be particularly relevant in our learning paradigm in which people need to 

keep track of fact-checking information for multiple sources across many rounds. However, despite 

the huge cognitive load that our paradigm imposes on working memory, we found that individual 
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differences in working memory skills did not predict evidence-based updating of trust (see 

Supplemental Material). 

Taken together, our results have important implications regarding strategies that aim to combat 

misinformation and belief polarization phenomena. The presence of an early partisan bias and the 

absence of directional reasoning suggest that interventions should focus on mitigating prior 

prejudice towards partisan groups or correcting biased prior beliefs about partisan credibility. 

However, future research should examine whether the absence of directional reasoning is an 

artifact of our relatively neutral setting, the presence of external accuracy incentives, and the 

immediate provision of reliable fact-checking information. 

Constraints on Generality 

Given the increased polarization that characterizes US politics and the fact that the US has been 

the overwhelming focus of research on polarization (Boxell et al., 2024; Iyengar et al., 2019), an 

outstanding question is whether the present findings and especially the early partisan bias in 

neutral experimental settings can be generalized to partisan groups in other countries (Wagner, 

2021). Another unaddressed question is whether the evidence-based updating of trust has a long-

lasting impact and can be generalized to other contexts. Previous work has shown that implicit and 

explicit impressions about others are often sticky (Hernandez & Minor, 2015; M. Kim et al., 2020; 

Stanley et al., 2011) and upon a change of context people rely heavily on initial trait 

representations (Hackel et al., 2020). In this respect, our intervention may be limited in that 

partisans will display the same bias again on novel targets, like other partisan sources or different 

topics, or even on familiar targets in future encounters (Traast et al., 2023). Contrary to this view, 

other evidence suggests that people use their previous experience with members of one group to 

adjust their behavior towards other individuals of the same group (Vermue et al., 2019). 

Conclusion 
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Across two experiments, we provide a host of evidence that Democrats and Republicans initially 

use partisanship as a heuristic to identify credible sources of information but do not engage in 

directional reasoning. Instead, they incorporate external feedback and gradually learn to discern 

the credible from the dubious sources irrespective of partisanship. Our findings provide novel 

insights into the underlying cognitive and motivational mechanisms of belief and impression 

updating in political contexts and can contribute to the development of successful communication 

strategies that combat misinformation and belief polarization phenomena.  
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